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Abstract

This article considers linear processes with values in a separable Hilbert space exhibiting
long-range dependence. The scaling limits for the sample autocovariance operators at differ-
ent time lags are investigated in the topology of their respective Hilbert spaces. Distinguish-
ing two different regimes of long-range dependence, the limiting object is either a Hilbert
space-valued Gaussian or a Hilbert space-valued non-Gaussian random variable. The latter
can be represented as a unitary transformation of double Wiener-Itô integrals with sample
paths in a function space. This work is the first to show weak convergence to such double
stochastic integrals with sample paths in infinite dimensions. The result generalizes the well
known convergence to a Hermite process in finite dimensions, introducing a new domain
of attraction for probability measures in Hilbert spaces. The key technical contributions
include the introduction of double Wiener-Itô integrals with values in a function space and
with dependent integrators, as well as establishing sufficient conditions for their existence
as limits of sample autocovariance operators.

Keywords: Linear processes, double stochastic integrals, autocovariance operators, long-
range dependence, Rosenblatt distribution, functional data analysis.

1 Introduction

In this article, we investigate the weak convergence of the sample autocovariance operators of a
Hilbert space-valued linear process exhibiting long-range dependence. Our setting is as follows:
Let H denote a separable Hilbert space equipped with the inner product x¨, ¨yH and norm } ¨ }H.
We further write LpHq for the set of all bounded linear operators on H. We consider a sequence
of random variables tXnunPZ defined on some probability space pΩ,F ,Pq with values in H.
Suppose the stochastic process tXnunPZ admits the linear representation

Xn “

8
ÿ

j“0

ujrεn´js, n P Z, (1.1)

with uj P LpHq for all j P N and tεjujPZ is a sequence of H-valued independent, identically
distributed (i.i.d.), zero-mean random variables.

For a given time lag h P N0, the sample autocovariance operator pΓN,h and its population
counterpart Γh of a process tXnunPZ are given by

pΓN,h
.
“

1

N

N
ÿ

n“1

Xn`h bXn and Γh
.
“ EpXh bX0q. (1.2)

∗An earlier report on this problem titled “Sample autocovariance operators of long-range dependent Hilbert
space-valued linear processes” had appeared on MD’s website in 2018.
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Both quantities in (1.2) take values in Hb2. We are interested in the weak convergence of the
normalized operators

AN pppΓN,h ´ Γhq, h “ 0, . . . ,Hq, as N Ñ 8, (1.3)

in pHb2qˆpH`1q, where tANuNPN P LppHb2qˆpH`1qq is a sequence of suitable scaling operators.
The asymptotic behavior of (1.2)–(1.3) is by now well understood when tXnu in (1.1) (for

general tujujPN0) exhibits Short-Range Dependence (SRD), i.e., when
ř8

j“0 }uj}op ă 8, where
} ¨ }op denotes the usual operator norm recalled in (2.3) below. In this case, the normalizing
sequence is simply AN “ N1{2 and the quantity in (1.3) satisfies a Central Limit Theorem
(CLT) in H b H (or, equivalently, the space of Hilbert-Schmidt operators on H), i.e., converges
to a centered Gaussian random variable taking values in H b H, with an explicit covariance
operator; see Mas (2002) and (3.4)–(3.6) below.

In contrast to Mas (2002), we are interested in the case where tXnu in (1.1) exhibits Long-
Range Dependence (LRD), in the sense that,

8
ÿ

j“0

}uj}op “ 8. (1.4)

Under (1.4), the fluctuations of the sample autocovariance operator (1.3) crucially depend on

the convergence or divergence of the series
ř8

j“0 }uj}
4{3
op . When this series converges, we obtain a

CLT for the sample autocovariance operators for general tujujPN0 . When it diverges, in addition
to (1.1), we need to impose the additional structure on tujujPN0 given by

uj
.
“ pj ` 1qT´I , j P N, (1.5)

where I is the identity operator in H and T P LpHq is a self-adjoint operator; see Section 2.3
below for more details. In this case, both the usual scaling AN “ N1{2 and the Gaussian limit
are lost.

Unless otherwise stated and to simplify the presentation, we assume for the rest of the
introduction that H is the space of square integrable functions with regard to a σ-finite measure
µ, i.e., H “ L2pY,A, µq. We assume, moreover, that T “ Dd is a multiplication operator
associated to a measurable function d, evaluated by Ddf

.
“ tdpyqfpyq, y P Yu for all f P

L2pY,A, µq. Then, (1.5) is recast as

uj
.
“ pj ` 1qDd´I . (1.6)

When dpsq P
`

0, 12
˘

for s P Y, tuju in (1.6) satisfies (1.4), which justifies referring to (1.1) with
(1.6) and dpsq P

`

0, 12
˘

as the LRD case. Therefore, the results of Mas (2002), that require
absolute summability of tuju in the operator norm, are no longer applicable.

The sample mean for LRD case (1.1) with (1.6) (i.e., H “ L2pY,A, µq) was studied in
Račkauskas and Suquet (2010); Račkauskas and Suquet (2011). The authors derived a Gaussian
limiting distribution for the sample mean and the piecewise linear functions associated with the
partial sums. Their results were generalized by Düker (2018) to LRD processes with values in
a general Hilbert space H and representation (1.1) with (1.5). The fluctuations of the sample
autocovariance operator for this model have not been studied, and are the main objective of
the present paper.

LRD has been studied extensively for stochastic processes in finite dimensions; see Giraitis,
Koul, and Surgailis (2012); Beran, Feng, Ghosh, and Kulik (2013); Pipiras and Taqqu (2017)
to name a few. Special to long-range dependence is the Rosenblatt process, a non-Gaussian
process that can be represented as a double Wiener-Itô integral and arises as a limiting object
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for stationary processes exhibiting long-range dependence; see Taqqu (1975); Rosenblatt (1979)
for some of the earlier references and Tudor (2008); Veillette and Taqqu (2013); Leonenko,
Ruiz-Medina, and Taqqu (2017); Bai and Taqqu (2017) to name a few more recent ones.

The weak convergence of the (suitably re-normalized) sample autocovariance estimators in
(1.2)–(1.3) when the underlying model (1.1) with (1.6) takes values in H “ R (and hence has
a constant memory parameter d) was studied in Horváth and Kokoszka (2008). There, it was
shown that the scaling limit is a Brownian motion with AN “ N1{2 when d P

`

0, 14
˘

, and follows
the Rosenblatt distribution with AN “ N1´2d when d P

`

1
4 ,

1
2

˘

. In Düker (2020), these results
were extended to multivariate linear processes, allowing some components to exhibit short- and
others long-range dependence.

In analogy to Horváth and Kokoszka (2008), the two regimes d P
`

0, 14
˘

and d P
`

1
4 ,

1
2

˘

for the
fluctuations of the autocovariance operator roughly correspond to the two regimes dpsq P

`

0, 14
˘

and dpsq P
`

1
4 ,

1
2

˘

for each s P Y in our case. We prove weak convergence of (1.2) to a Gaussian
law in L2pY,A, µq for the first regime, and to a double Wiener-Itô integral with sample paths in
L2pY,A, µq for the second regime. For the first regime, we extend the arguments of Mas (2002).
The second regime requires a careful analysis of double Wiener-Itô integrals with sample paths
in Hilbert spaces and with spatially dependent integrators. This substantially extends results
from Fox and Taqqu (1985) and Norvaǐsa (1994); see Section 4. Establishing the tools that
prove convergence to a non-Gaussian limit in functional spaces is one of the key challenges to
be addressed in this work; see Lemma 6.3. To the best of our knowledge, this is the first instance
of convergence to a double Wiener-Itô integral with sample paths in a Hilbert space.

Our work is closely related to functional data analysis, where time series in infinite dimen-
sions exhibiting LRD have appeared in numerous domains such as finance; see, e.g., Cajueiro
and Tabak (2005); Alvarez-Ramirez, Alvarez, Rodriguez, and Fernandez-Anaya (2008); Preciado
and Morris (2008); Casas and Gao (2008). It is therefore reasonable to model such problems
using tXnunPZ as in (1.1) with (1.5). Limit theorems such as those developed in this work
are important for applications, as they can be used to design hypothesis tests and construct
confidence bands. We emphasize that, although there are many works dealing with modeling
and theoretical aspects of functional time series exhibiting SRD (e.g., Merlevède, Peligrad, and
Utev (1997); Jirak (2018); Mas (2002); Düker and Zoubouloglou (2024); Rademacher, Kreiß,
and Paparoditis (2024)), such works are comparatively scarce in the context of LRD. Notable
exceptions include the works of Characiejus and Račkauskas (2013, 2014); Düker (2018); Li,
Robinson, and Shang (2020); Ruiz-Medina (2022); Durand and Roueff (2024). For further de-
tails on functional data analysis, we refer to Hsing and Eubank (2015); Hörmann, Kokoszka,
and Nisol (2018), while Bosq (2000) remains the canonical reference for linear processes with
values in Banach spaces.

The rest of the paper is organized as follows. In Section 2, we introduce some notation
and recall some preliminary technical results. In Section 3, we present our main results on the
scaling limits of the sample autocovariance operators of the process tXnunPZ. In Section 4, we
introduce double Wiener-Itô integrals with values in a function space and spatially dependent
integrators; such objects are crucial in representing the resulting limit in the second regime. In
Section 5, we present the proofs of our main results. Section 6 is concerned with some technical
lemmas and their proofs.

2 Preliminaries

In this section, we introduce notation, collect some preliminary facts on operators and function
spaces used throughout the paper, and give some properties of the linear process (1.1).
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2.1 Notation and terminology

Let pX,G, νq be a σ-finite measure space and pY, } ¨ }Y q a normed space. Then L2pX : Y q
.
“

L2pX,G, ν : Y q denotes the space of square integrable, measurable functions on pX,G, νq, taking
values in Y . When pY, } ¨ }Y q “ pR, | ¨ |Rq, we write L2pXq or L2pX, νq. Recall that L2pXq is
equipped with the inner product

xf, gyL2pXq “

ż

X
fpsqgpsqνpdsq, f, g P L2pXq,

and its induced norm } ¨ }L2pXq. Moreover, denote, for a fixed integer m ě 1, the space
L2pXˆmq

.
“ L2pXˆm,Gbm, νbmq of square integrable real-valued functions in the product mea-

sure space pXˆm,Gbm, νbmq.
For a, b ą 0, define the beta function

Bpa, bq
.
“

ż 1

0
xa´1p1 ´ xqb´1dx “

ż 8

0
xa´1px` 1q´pa`bqdx, a, b ą 0. (2.1)

Moreover, for a given function d : Y Ñ R`, we define two functions c : YˆY Ñ R and c : Y Ñ R
by

cpr, sq
.
“ Bpdprq, dpsqq “

ż 8

0
xdprq´1px` 1qdpsq´1dx, and cprq

.
“ cpr, rq, (2.2)

respectively.
Throughout this work, we write pR,B, λq to denote the real numbers, equipped with the

Lebesgue measure λ, and the Borel sets (in the usual topology) B.

2.2 Elements of operator theory

Let LpX,Y q be the space of bounded linear operators from X to Y , and let LpXq
.
“ LpX,Xq.

The space pLpHq, } ¨ }opq forms a Banach space, with the operator norm defined by

}T }op
.
“ inftc ě 0 : }Tv}H ď c}v}H for all v P Hu, T P LpHq. (2.3)

The sample autocovariance operators are considered to be random elements with values in
the space of Hilbert-Schmidt operators on H, denoted by HSpHq. A Hilbert-Schmidt operator
A : H Ñ H is a bounded operator with finite Hilbert-Schmidt norm

}A}2HSpHq

.
“

8
ÿ

i“1

}Aei}
2
H ă 8, (2.4)

where teiuiPN is an orthonormal basis of H. The space HSpHq equipped with the inner product
xA,ByHSpHq “

ř8
i“1xAei, BeiyH and its induced norm }A}HSpHq is a separable Hilbert space

itself. Recall the (isometric) isomorphism H b H – HSpHq; see, e.g., Muandet, Fukumizu,
Sriperumbudur, and Schölkopf (2017), pp. 32-33. Invoking this isomorphism, we either show
convergence of the sample autocovariance operators in HSpHq (Theorem 3.1 and Corollary 3.2)
or H b H (Theorems 3.3 and 3.5), but think of weak convergence as equivalent in H b H and
HSpHq.

Closely related is the Banach space of trace class operators, denoted by TrpHq, and equipped
with the norm

}T }TrpHq “

8
ÿ

i“1

x|T |ui, uiyH, (2.5)
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with |T | “
?
T ˚T , where T ˚ denotes the adjoint of the operator T . Whenever the space H

is easily inferred from context, we may write Tr instead of TrpHq. If T is a non-negative,
self-adjoint operator (i.e., T “ T ˚), then }T }TrpHq “ TrpT q “

ř8
i“1xTui, uiyTrpHq. Examples

of non-negative, self-adjoint operators are covariance operators. The three norms (2.3)–(2.5)
satisfy

} ¨ }op ď } ¨ }HSpHq ď } ¨ }TrpHq.

Let pY,A, µq be a separable, σ-finite measure space. Then, the following isomorphisms hold,

L2pY ˆ Y, µb µq – L2pY, µq b L2pY, µq – L2pY, µ : L2pY, µqq.

Let T P LpHq be a self-adjoint operator, and recall that a unitary operator U is such that
UU˚ “ U˚U “ I, where I is the identity operator. The spectral theorem for self-adjoint
operators states that each self-adjoint operator is decomposable into a unitary operator and
a multiplication operator; see Theorem 9.4.6 in Comway (1994). More precisely, there exist a
measure space pY,A, µq, a unitary operator U and a multiplication operator Dd on pY,A, µq

associated to a bounded function d, such that

UTU˚ “ Dd, U : H Ñ L2pYq, Dd : L2pYq Ñ L2pYq. (2.6)

Moreover, since H is separable, the measure space pY,A, µq is σ-finite; see Proposition 9.4.7 in
Comway (1994). The multiplication operator Dd is given by

Ddrf spsq
.
“ dpsqfpsq, f P L2pYq, s P Y. (2.7)

2.3 Properties of the linear process

We collect here some general properties of linear processes with representation (1.1) as well
as implications of imposing (1.5), where T P LpHq is a self-adjoint operator. With regard to
stochastic processes with sample paths in function spaces, we will make no distinction between
the class of square integrable functions L2 and its respective family of equivalence classes L2;
see the first paragraph of Section 3 in Characiejus and Račkauskas (2013).

The linear process tXnunPN in (1.1) converges P-almost surely and in L2pΩ : Hq if
ř8

j“0 }uj}
2
op ă

8, E ε0 “ 0 and E }ε0}2H ă 8; see Lemma 7.1 in Bosq (2000). This implies that series that
are SRD in the sense that

ř8
j“0 }uj}op ă 8 converge. Moreover, it shows that LRD series in

the sense that
ř8

j“0 }uj}
4{3
op ă 8 convergence. However, for series that are LRD (in the sense

of (1.4)), both cases
ř8

j“0 }uj}
2
op ă 8 and

ř8
j“0 }uj}

2
op “ 8 are possible. For an instance of

the latter case, note that with tuju satisfying (1.6), we have ess supsPY dpsq “ 1{2 if and only if
ř8

j“0 }uj}
2
op “ 8. In this case, the well posedness of the process is not given by the results in

Bosq (2000) and requires some additional assumptions. We first address the well-posedness of
the linear processes tXnunPZ in (1.1) when

ř8
j“0 }uj}

2
op “ 8 for the case H “ L2pYq. We then

leverage the well-posedness on L2pYq and the spectral theorem (2.6), to derive the convergence
of an H-valued linear process (1.1)–(1.5) for a general H.

First consider H “ L2pYq and rewrite the model (1.1) with (1.6) as

Xnprq “

8
ÿ

j“0

pj ` 1qdprq´1εn´jprq, r P Y, (2.8)

where dprq P
`

0, 12
˘

for all r P Y and tεjujPZ is an L2pYq-valued i.i.d. sequence with

σpr, sq
.
“ Epε0prqε0psqq, σ2prq

.
“ E |ε0prq|2, r, s P Y. (2.9)

5



The stochastic process tXnu in (2.8) (equivalently, (1.1) with (1.6)) has sample paths that
belong to L2pYq a.s. if the following condition is satisfied

ż

Y

σ2prq

1 ´ 2dprq
µpdrq ă 8, implying that E }ε0}2L2pYq “

ż

Y
σ2prqµpdrq ă 8; (2.10)

see Proposition 3 in Characiejus and Račkauskas (2013). Note that Characiejus and Račkauskas

(2013) use a different notation uj “ pj`1q´d̃prq with d̃prq “ 1´dprq. In (2.10), their conditions
are adjusted to our setting. Furthermore, the L2pYq-valued series (2.8) converges in mean square
and P-almost surely if dpsq ă 1

2 µ-a.s. under the second condition in (2.10); see Proposition 4
in Characiejus and Račkauskas (2014), again after adjusting to the different notation. Hence
Condition (2.10) ensures the well-posedness of (2.8) when ess supsPY dpsq “ 1{2.

We now treat the case of a general H. Invoking the spectral theorem, one can infer that
(1.1) with (1.5) also converges P-a.s. if dpsq ă 1

2 µ-a.s., where d is the function associated to
the multiplication operator Dd in the decomposition of the spectral theorem (2.6)–(2.7). We
refer to p. 1445 in Düker (2018) and calculations done in (5.36)–(5.37) below.

Moreover, after accounting for the aforementioned change in notation, a CLT for the sample
mean of tXnunPZ with values in L2pYq was shown in Proposition 4 of Characiejus and Račkauskas
(2013) under the conditions

ż

Y

σ2prq

d2prq
µpdrq ă 8,

ż

Y

σ2prq

dprqp1 ´ 2dprqq
µpdrq ă 8. (2.11)

In the next section we compare these conditions with the corresponding ones for the weak
convergence of the autocovariance operators.

For the sample autocovariances of tXnunPZ in (2.8) and its corresponding population quan-
tities, we recast (1.2) as

pγN,hpr, sq
.
“

1

N

N
ÿ

n“1

Xn`hprqXnpsq and γhpr, sq
.
“ EpXhprqX0psqq. (2.12)

Note that henceforth, we use the notations pΓN,h,Γh for the autocovariance operators in a general
space H, and their lowercase counterparts pγN,h, γh for the special case H “ L2pYq.

Finally, recall that, since our linear series admit second moments, the covariance operators
are nuclear operators and therefore Hilbert-Schmidt; see p. 6 in Bosq (2000). This remains true
for the empirical covariance operator that belongs P-almost surely to the space HbH – HSpHq;
see pp. 36–37 in Bosq (2000).

Remark 2.1. 1. To ensure that (1.5) indeed implies long-range dependence in the sense
of (1.4), we employ the spectral decomposition (2.6). Then, (1.4) holds if and only if
ess supsPY dpsq ě 0; see p. 1445 in Düker (2018).

2. Recall that, for H “ R, LRD is often modeled through a linear process with uj “ jd´1ℓpjq
for d P p0, 12q, where ℓpjq is a slowly varying function; see Condition I on p. 17 in Pipiras
and Taqqu (2017). The slowly varying function ℓ induces flexibility on the sequence uj.
While (1.6) naturally generalizes the real-valued model to the Hilbert space-valued setting
allowing for a space-varying memory parameter, it is quite restrictive as a function in
j. We emphasize that our results (Theorems 3.1 and 3.5) can be generalized to using
uj “ pj ` 1qDd´Iℓpjq with ℓ being a slowly varying function instead. Since the function
ℓ is real-valued, one can adjust our proofs by incorporating the arguments for real-valued
linear processes; see Chapter 2 in Pipiras and Taqqu (2017). For the sake of clarity, we
only consider here the case ℓpjq “ 1 and focus on the remaining technical difficulties.
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3 Main Results

In this section, we introduce the limiting objects and state the convergence results for the sample
autocovariance operators (1.2). From here on we distinguish the following two cases, roughly
corresponding to the two regimes dpsq P

`

0, 14
˘

and dpsq P
`

1
4 ,

1
2

˘

for each s P Y. First, suppose
that tujujPN0 is such that

8
ÿ

j“0

}uj}
4{3
op ă 8, (3.1)

which in the following we refer to as first regime. Second, suppose that T is a self-adjoint
operator and that

uj “ pj ` 1qT´I , T “ UDdU
˚ with dpsq P

ˆ

1

4
,
1

2

˙

, s P Y, (3.2)

which we refer to from now on as second regime. In (3.2), U,Dd are as in the spectral theorem
(2.6). In particular, under the second regime, the series in (3.1) diverges.

We start by defining the covariance operator of the limiting Gaussian process in the first
regime. We view the limiting Gaussian element for a single time lag as an element of HSpHq.
For the joint convergence of autocovariance operators across time lags 0, 1, . . . ,H, for H P N,
the corresponding Gaussian limit is an element of HSpHqˆpH`1q, and its covariance operator
is an element of trace class on the space HSpHqˆpH`1q. It can be identified with an operator
taking the block form

Σ
.
“ pΣ

pp,qq

Γ qp,q“0,...,H . (3.3)

For p, q “ 0, . . . ,H, and T P HSpHq, the cross-covariance operator Σ
pp,qq

Γ is given by

Σ
pp,qq

Γ pT q “

8
ÿ

m“0

Γm`p´qTΓm `

8
ÿ

m“0

Γm`qTΓm´p `AqpΛ ´ ΦqAppT q, (3.4)

where, upon recalling that xε0, ¨yHε0 P HSpHq, we have Λ,Φ P HS pHSpHqq with

ΛpT q
.
“ E

`

xxε0, ¨yHε0, T yHSpHqpxε0, ¨yHε0q
˘

, ΦpT q
.
“ xC, T `T ˚yHSpHqC`xC, T yHSpHqC, (3.5)

and C,Γh P HSpHq, Ap P HS pHSpHqq with

C
.
“ E pxε0, ¨yHε0q , Γh

.
“ ExXh, ¨yHX0, AppT q

.
“

ÿ

jPN
uj`pTu

˚
j . (3.6)

Note that the two representations of Γh in (1.2) and (3.6) are due to the aforementioned iso-
morphism H b H – HSpHq. The representation (3.4)–(3.6) is due to Lemma 3 in Mas (2002),
but the notation is slightly changed to be consistent with the present paper.

Theorem 3.1 (First regime). Let tXnunPZ be an H-valued linear process (1.1), and consider
its autocovariance operators ppΓN,h, h “ 0, . . . ,Hq given in (1.2) with pΓN,h P HSpHq for all h
with a slight abuse of notation. Suppose (3.1) and

E }ε0}4H ă 8. (3.7)

Then,

?
N

¨

˚

˝

pΓN,0 ´ Γ0
...

pΓN,H ´ ΓH

˛

‹

‚

d
ÝÑ G

.
“

¨

˚

˝

G0
...
GH

˛

‹

‚

P pHSpHqqˆpH`1q, (3.8)

where the weak convergence holds in the topology of pHSpHqqˆpH`1q, and G is the centered
Gaussian element of HSpHqbpH`1q with covariance operator Σ given in (3.3)–(3.6).
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The proof of Theorem 3.1 is postponed to Section 5.1. Note that Theorem 3.1 does not
require any structural assumptions on the sequence tujujPN0 besides (3.1). In particular, (1.5)
is not needed. The following corollary states the implications of Theorem 3.1 on the linear series
with values in L2pYq with (1.5), as written in (2.8).

Corollary 3.2. Let tXnunPZ be an L2pYq-valued process (2.8) and consider its autocovari-
ance operators ppγN,h, h “ 0, . . . ,Hq given in (2.12), where we consider pγN,h as an element of
HSpL2pYqq for all h, with a slight abuse of notation. Suppose ess supsPY dpsq ă 1

4 and

E }ε0}4L2pYq ă 8. (3.9)

Then,

?
N

¨

˚

˝

pγN,0 ´ γ0
...

pγN,H ´ γH

˛

‹

‚

d
ÝÑ G

.
“

¨

˚

˝

G0
...
GH

˛

‹

‚

P
`

HSpL2pYq
˘ˆpH`1q

, (3.10)

where the convergence holds in the topology of pHSpL2pYqqqˆpH`1q, G is a centered Gaussian
element, and the covariance operator of G is the operator Σ given in (3.3)–(3.6), for p, q “

0, . . . ,H, and with H replaced by L2pYq.

Proof: Let ess supsPY dpsq “ 1
4 ´ δ, for some δ P p0, 14q. We see that

8
ÿ

j“0

}uj}
4{3
op “

8
ÿ

j“0

´

pj ` 1qess supsPY dpsq´1
¯4{3

“

8
ÿ

j“0

pj ` 1q´1´ 4δ
3 ă 8.

Then, Corollary 3.2 follows from Theorem 3.1.

The second regime is more challenging. We first consider fluctuations for the autocovariance
operators defined in (2.12) for Xn taking values in H “ L2pY, µq (Theorem 3.3). Then, we
leverage this result and the spectral theorem for self-adjoint operators to identify the fluctuations
of the autocovariance operator defined in (1.2) (Theorem 3.5).

In the second regime, the limit is no longer Gaussian. Instead, the resulting limit process
can be represented as a double Wiener-Itô integral with sample paths in L2pY2q, applied to a
certain kernel f P L2pY2q defined in (4.14) below. This limiting object is a generalization of the
Rosenblatt distribution, allowing for a continuum of memory parameters, and reflecting the fact
that the underlying process is infinite-dimensional. Double Wiener-Itô integrals with values in
function spaces are introduced and defined in Section 4 below.

We define the suitable scaling as a multiplication operator on L2pY2 : RH`1q by

ΞN rf spr, sq
.
“ N1´dprq´dpsqfpr, sq, f P L2pY2 : RH`1q, r, s P Y. (3.11)

Theorem 3.3. Let tXnunPZ be an L2pYq-valued linear process (2.8) and consider its autoco-
variance operators ppγN,h, h “ 0, . . . ,Hq given in (2.12). Suppose dpsq P

`

1
4 ,

1
2

˘

,

E }ε0}4L4pYq ă 8. (3.12)

and
ż

Y

σ2prq

p1 ´ 2dprqqp2dprq ´ 1{2q
µpdrq ă 8. (3.13)

Then,

ΞN

¨

˚

˝

pγN,0 ´ γ0
...

pγN,H ´ γH

˛

‹

‚

d
Ñ

¨

˚

˝

R
...
R

˛

‹

‚

P L2pY2 : RpH`1qq,

where R is given in (4.14) below and ΞN in (3.11).
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We continue with some remarks on the above assumptions.

Remark 3.4. 1. Since pY, µq is not necessarily a finite measure space, the condition E }ε0}4L4pYq
ă

8 does not imply E }ε0}2L2pYq
ă 8. However E }ε0}2L2pYq

ă 8 is contained within Condi-

tion (3.13).

2. If there exists some δ ą 0 such that 1{4 ` δ ă dprq ă 1
2 ´ δ for all r P Y, then the

Conditions E }ε0}2L2pYq
ă 8 and (3.13) are equivalent.

3. The estimates in (3.12)–(3.13) ensure that (2.10) is satisfied, hence the process tXnunPZ
has a.s. sample paths in L2pYq; see Section 2.3. Moreover, the conditions in (2.11) are
also satisfied due to (3.12)–(3.13) and since dprq ą 1

4 . Therefore, following upon our
discussion in Section 2.3, the conditions of Theorem 3.3 imply that the sample mean of
tXnunPZ satisfies a CLT.

We turn to our final main result, which lifts the second regime to linear processes taking
values in general Hilbert spaces. We start by introducing the right scaling. Define, for some
unitary operator U : H Ñ L2pYq, the operator ∆U

N P L
`

pH b HqˆpH`1q
˘

by

∆U
N rf s

.
“ pU˚ b U˚q

ˆpH`1q ΞN pU b Uq
ˆpH`1q

rf s, f P pH bHqˆpH`1q, (3.14)

where ΞN is the operator defined in (3.11). We then have the following theorem.

Theorem 3.5 (Second regime). Let tXnunPZ be an H-valued linear process (1.1), (1.5), and
consider its autocovariance operators ppΓN,h, h “ 0, . . . ,Hq given in (1.2). Suppose (3.2),

E }Uε0}4L4pYq ă 8 (3.15)

and
ż

Y

EpUε0q2prq

p1 ´ 2dprqqp2dprq ´ 1{2q
µpdrq ă 8. (3.16)

Then,

∆U
N

¨

˚

˝

pΓN,0 ´ Γ0
...

pΓN,H ´ ΓH

˛

‹

‚

d
Ñ

¨

˚

˝

ZU
...
ZU

˛

‹

‚

P pH b HqˆpH`1q,

where ∆U
N is defined in (3.14) and ZU is defined in (4.14)–(4.15) below.

4 Double Wiener-Itô Integrals in Function Spaces

In this section, we construct double Wiener-Itô integrals with values in L2pY2q, extending the
work of Norvaǐsa (1994) in the direction of integrators with spatial dependence, and the work
of Fox and Taqqu (1987) in the direction of double integrals with sample paths in an infinite
dimensional Hilbert space. Our candidate Wiener-Itô integrals are defined by integrating with
respect to a family of dependent measures tW prqurPY. In order to define a double Wiener-Itô
integral in L2pY2q, we first define the integral for special kernels, and then use an approximation
of f in terms of such special kernels. Note that L2pY2q is a complete, separable, σ-finite measure
space. Our construction is applicable for multiple Wiener-Itô integrals of any order, but we
restrict ourselves to double Wiener-Itô integrals for simplicity. We start by recalling some
elementary notions of the usual, R-valued double Wiener-Itô integrals.
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We write pR,B, λq for the measure space with the usual Borel topology B and the Lebesgue
measure λ. For every ψ P L2pR2, λ2q, the (standard) double Wiener-Itô integral with respect to
a Gaussian random measure G is defined by

I2pψq
.
“

ż

R2

ψpx1, x2qGpdx1qGpdx2q.

A Wiener-Itô integral of ψ P L2pR2, λ2q with regard to dependent integrators (4.1) was con-
structed in Fox and Taqqu (1987). Let G1, G2 be two dependent Gaussian random measures
satisfying

EG1pAqG2pBq “ σG1G2λpAXBq, A,B P B, (4.1)

for some σG1G2 ą 0. Then, Fox and Taqqu (1987) introduced the corresponding double Wiener-
Itô integral

Ĩ2pψq “

ż

R2

ψpx1, x2qG1pdx1qG2pdx2q, ψ P L2pR2q. (4.2)

In contrast to Fox and Taqqu (1987), we fix a correlation function σ : Y2 Ñ R, denote
σ2prq

.
“ σpr, rq, and consider a family of dependent Gaussian random measures tW prqpAq : A P

B0urPY, where B0 “ tA P B : νprqpAq “ σ2prqλpAq ă 8, for all r P Yu. All measures are defined
on a common probability space pΩ,F ,Pq. Let their covariances be given by, for r, s P Y, and
x ‰ y,

EW prqpdxq “ 0, EW prqpdxqW psqpdxq “ σpr, sqdx, EW prqpdxqW psqpdyq “ 0. (4.3)

Note that, for fixed r, the measure W prqpdxq is viewed as the increment of an infinitesimal
interval dx of a Brownian motion with coefficient σprq

.
“

a

σ2prq. For fixed r, s P Y, we set

Ĩ
pr,sq

2 pψq “

ż

R2

ψpx1, x2qW prqpdx1qW psqpdx2q, ψ P L2pR2q, (4.4)

where Ĩ2 is the stochastic integral defined in (4.1)–(4.2), with G1 “ W prq, G2 “ W psq.
We aim to integrate with respect to the family of measures tW prqpAq : A P B0urPY. There-

fore, we define the set of admissible kernels for such integrals. We call a map f pr,sqpx, yq
.
“

fpr, s, x, yq, pr, s, x, yq P Y2ˆR2 an admissible kernel if (i) f pr,sqpx, yq is a µb2bλb2-measurable

function, (ii) the family tĨ
pr,sq

2 pf pr,sqq : r, s P Yu viewed as a stochastic process is measurable,

where for fixed r, s P Y, Ĩpr,sq

2 pf pr,sqq is defined as in (4.3)–(4.4), and (iii) the map from Y2 ˆR2

to R defined by
pr, s, x, yq ÞÑ fσpr, s, x, yq

.
“ f pr,sqpx, yqσprqσpsq (4.5)

is in L2pR2 : L2pY2qq (with a slight abuse of notation). We denote by H2 .
“ H2pY2 ˆ R2q the

space of admissible kernels satisfying Conditions (i)–(iii). Note that the space H2 depends on
the selection of the function σ, but we suppress this dependence for notational simplicity. We
present some remarks about the space H2.

Remark 4.1. 1. If Y is a separable metric space equipped with its Borel σ-algebra and if

the kernel f is a jointly measurable function on Y2 ˆ R2, then tĨ
pr,sq

2 : r, s P Yu has a
measurable modification and can hence be assumed to be measurable; see Norvaǐsa (1994),
p. 338.

2. In particular, Condition (iii) implies that f pr,sqp¨, ¨q P L2pR2, λb2q, for µ-a.e. r, s P Y since
σ2prq ą 0 for all r P Y.
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We proceed with defining our double Wiener-Itô integral for special kernels. We call an
admissible kernel f P H2 special, if there exists an N P N and a system t∆1, . . . ,∆Nu of disjoint
sets in B0 such that, for x, y P R, r, s P Y,

f pr,sqpx, yq “

#

ci1,i2pr, sq1∆i1
pxq1∆i2

pyq for some i1, i2 P t1, . . . , Nu such that i1 ‰ i2,

0 else,
(4.6)

where ci1,i2 P L2pY2, µb2q for all pi1, i2q P t1, . . . , Nuˆ2. Then, the special admissible kernel
f p¨,¨qpx, yq takes values in L2pY2, µb2q, and we can define the L2pY2, µb2q-valued stochastic
process I2pfq by

I2pfqpr, sq
.
“

N
ÿ

i1,i2“1
i1‰i2

ci1,i2pr, sqW prqp∆i1qW psqp∆i2q, r, s P Y.

Definition 4.2. Let pY, µq be a σ-finite measure space, and let tW prqurPY be a family of Gaus-
sian random measures on pR, λq with covariances (4.3). Consider a kernel f : Y2ˆR2 Ñ R. We
say that there exists an L2pY2q-valued double Wiener-Itô integral of the kernel f , denoted I2pfq,
if there exists a sequence tfpnq : n ě 1u of L2pY2q-valued special kernels, defined on Y2 ˆ R2,
such that

(i) limnÑ8 }f pr,sq ´ f
pr,sq

pnq
}L2pR2q “ 0 µb2-a.s.,

(ii) the sequence tI2pfpnqq : n ě 1u is a Cauchy sequence in L1pΩ : L2pY2qq.

In that case, we define the double Wiener-Itô integral by

I2pfq
.
“ lim

nÑ8
I2pfpnqq,

where the limit is again understood in L1pΩ : L2pY2qq. For an Rd´valued kernel f “ pf1, . . . , fdq

such that I2pfiq exists for all i “ 1, . . . , d, we fix the notation I2pfq
.
“ pI2pf1q, . . . , I2pfdqq.

Whenever the underlying covariance structure of tW prqurPY is clear from the context, we
write I2; otherwise, we write Iσ

2 to emphasize that the dependence of the underlying Gaussian
random measure is characterized through (4.3).

Remark 4.3. It follows that if there exists an L2pY2q-valued double Wiener-Itô integral I2pfq

of a kernel f , then the double Wiener-Itô integral I2pfq has P-a.s. sample paths in L2pY2q

and is well defined, i.e., the definition of I2pfq does not depend on the choice of a sequence
tfpnq : n ě 1u of L2pY2q-valued special functions. Moreover, the double Wiener-Itô integral I2
coincides with the one defined in Fox and Taqqu (1987), i.e.,

Ĩ
pr,sq

2 pf pr,sqq “ I2pfqpr, sq, µb2-a.s., (4.7)

where Ĩ2 is the stochastic integral defined in (4.3)–(4.4).

We show that the L2pY2q-valued double Wiener-Itô integral we defined exists for all kernels
f P H2. Note that the abstract machinery employed by Norvaǐsa (1994) to define such multiple
stochastic integrals with values in functional spaces is not readily available. The analysis in
Norvaǐsa (1994) relies heavily on a hypercontractivity property of the double stochastic integrals.
However, we are not aware of whether the hypercontractivity property remains valid when the
integration is conducted with regard to Gaussian measures with spatial dependence.
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Theorem 4.4. Let f P H2. Then, the L2pY2q-valued double Wiener-Itô integral I2pfq of the
kernel f exists and

E

ˆ
ż

Y2

|I2pf pr,sqq|2µpdrqµpdsq

˙1{2

ă 8. (4.8)

Moreover, the sequence tfpnqunPN approximating f P H2pY2 ˆ R2q can be selected such that, for
all n P N,

f
pr,sq

pnq
px, yq ď f pr,sqpx, yq, for all px, yq P R2, pr, sq P Y2. (4.9)

Proof: We must show that there exists a sequence f
pr,sq

pnq
such that the definition requirements

are satisfied for all r, s P Y. We start with item (i) of Definition 4.2.
For r, s P Y fixed, consider the map px, yq ÞÑ f pr,sqpx, yq as an element of L2pR2q. The

set of special kernels is dense in L2pRq (for all r, s), and so there exists a family of functions

tf
pr,sq

pnq
unPN,r,sPY such that the first item (i) of Definition 4.2 is true.

Moreover, we see that the simple functions can be chosen such that (4.9) is true as follows.
We define a new sequence tf̃pnqunPN by

f̃
pr,sq

pnq
px, yq

.
“

#

f
pr,sq

pnq
px, yq if f

pr,sq

pnq
px, yq ď f pr,sqpx, yq,

f pr,sqpx, yq ´ pf
pr,sq

pnq
px, yq ´ f pr,sqpx, yqq if f

pr,sq

pnq
px, yq ą f pr,sqpx, yq.

Then, f
pr,sq

pnq
px, yq ď f pr,sqpx, yq for all x, y P R, r, s P Y. Moreover, for fixed r, s P Y,

}f pr,sq ´ f̃
pr,sq

pnq
}2L2pR2q “

ż

R2

|f pr,sqpx, yq ´ f̃
pr,sq

pnq
px, yq|2dxdy

“

ż

R2

|f pr,sqpx, yq ´ f
pr,sq

pnq
px, yq|2dxdy Ñ 0,

as n Ñ 8.
We now turn to item (ii) of Definition 4.2. We show that tI2pfpnqqunPN is Cauchy in the

complete metric space L1pΩ : L2pY2qq. In view of Remark 4.3, we write for m,n P N and special
kernels fpmq, fpnq,

}I2pfpmqq ´ I2pfpnqq}L1pΩ:L2pY2qq

“ E

ˇ

ˇ

ˇ

ˇ

ż

Y2

ˇ

ˇ

ˇ
Ĩ

pr,sq

2 pf
pr,sq

pnq
q ´ Ĩ

pr,sq

2 pf
pr,sq

pmq
q

ˇ

ˇ

ˇ

2
µpdrqµpdsq

ˇ

ˇ

ˇ

ˇ

1{2

ď

ˇ

ˇ

ˇ

ˇ

E

ż

Y2

ˇ

ˇ

ˇ
Ĩ

pr,sq

2 pf
pr,sq

pnq
q ´ Ĩ

pr,sq

2 pf
pr,sq

pmq
q

ˇ

ˇ

ˇ

2
µpdrqµpdsq

ˇ

ˇ

ˇ

ˇ

1{2

ď

ˆ
ż

Y2

ż

R4

´

f
pr,sq

pmq
px1, x2q ´ f

pr,sq

pnq
px1, x2q

¯ ´

f
pr,sq

pmq
py1, y2q ´ f

pr,sq

pnq
py1, y2q

¯

ˆ EpW prqpdx1qW psqpdx2qW prqpdy1qW psqpdy2qqµpdrqµpdsq

˙1{2

, (4.10)

where the third line follows from Jensen’s inequality by exchanging expectation and the square
root operation. Recall that in this relation, with the integration over R4 we are excluding the
diagonals x1 “ x2, y1 “ y2. From the calculation in (4.10), we have that

}I2pf
pr,sq

pmq
q ´ I2pf

pr,sq

pnq
q}2L1pΩ:L2pY2qq

ď

ż

Y2

ż

R2

pf
pr,sq

pmq
px1, x2q ´ f

pr,sq

pnq
px1, x2qq2σ2prqσ2psqdx1dx2µpdrqµpdsq
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`

ż

Y2

ż

R2

´

f
pr,sq

pmq
px1, x2q ´ f

pr,sq

pnq
px1, x2q

¯ ´

f
pr,sq

pmq
px2, x1q ´ f

pr,sq

pnq
px2, x1q

¯

ˆ σ2pr, sqdx1dx2µpdrqµpdsq

ď 4

ż

Y2

ż

R2

pf
pr,sq

pmq
px1, x2q ´ f

pr,sq

pnq
px1, x2qq2σ2prqσ2psqdx1dx2µpdrqµpdsq,

where the last line follows from two iterations of Cauchy-Schwarz. Moreover, note that

ż

Y2

ż

R2

pfpmqpx1, x2q ´ fpnqpx1, x2qq2σ2prqσ2psqdx1dx2µpdrqµpdsq

ď 4

ż

Y2

ż

R2

pf pr,sqpx1, x2qq2σ2prqσ2psqdx1dx2µpdrqµpdsq “ 4}fσ}L2pR2:L2pY2qq ă 8, (4.11)

since f P H2 and with fσ defined in (4.5). By DCT, it follows that we can select n,m P N large
enough such that

}I2pfpmqq ´ I2pfpnqq}2L1pΩ:L2pY2qq ď ε. (4.12)

The same argument shows that, for general f P H2

E

ˆ
ż

Y2

|I2pf pr,sqq|2µpdrqµpdsq

˙1{2

ă 8, (4.13)

which concludes the proof.

4.1 Rosenblatt distribution with sample paths in L2pY2q

We define, for dprq P
`

1
4 ,

1
2

˘

, r P Y,

fpr,sqpx1, x2q :“

ż 1

0
pv ´ x1q

dprq´1
` pv ´ x2q

dpsq´1
` dv, R

.
“ I2pfq, (4.14)

where x`
.
“ maxt0, xu. We say that R follows the Rosenblatt distribution with sample paths in

L2pY2q. This aligns with the terminology presented in Veillette and Taqqu (2013), who consider
the Rosenblatt distribution in the real-valued case.

To ensure that I2pfq is well-defined, we require the following result.

Lemma 4.5. Let dprq P
`

1
4 ,

1
2

˘

for all r P Y. Then, the kernels f defined in (4.14) belong to H2.

Proof: We must check the three conditions for a kernel to be admissible. The first condition,
i.e., measurability, can be seen from the form of the kernels fpr,sq. The second condition is
verified since Y2 is a separable metric space in the Borel topology; see Remark 4.1(1). The last
condition follows from Lemma 6.2 below.

4.2 Rosenblatt distribution with sample paths in general H b H

We say that the H b H-valued random variable ZU defined as

ZU
.
“ pU˚ b U˚qIσU

2 pfq, (4.15)

follows a Rosenblatt distribution when f is as in (4.14), U is a unitary operator as in the spectral
decomposition (2.6), and σU is defined by

σU pr, sq
.
“ E pppUεqprqqppUεqpsqqq , r, s P Y.

Note that in (4.15), we slightly abused notation, by viewing the sample paths of IσU
2 pfq in the

isomorphic space L2pY2q – L2pYq b L2pYq.
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5 Proofs of Main Results

In this section, we give the proofs of our main results. Theorems 3.1, 3.3, and 3.5 are respectively
proven in Sections 5.1, 5.2, and 5.3.

5.1 Proof of Theorem 3.1

The result can be inferred by following the proof of Theorem 5 in Mas (2002). We show that
the arguments in Mas (2002) remain true after replacing Assumption H.2 of Mas (2002) by
the weaker assumption (3.1). We note that Mas (2002) considers two-sided (non-causal) series
instead of one sided (causal) series, but this does not affect the analysis.

To complete the proof, we must show that Theorem 5 of Mas (2002) holds under the weaker
assumption (3.1). In turn, it suffices to prove that Lemma 8 in Mas (2002) holds, i.e., we must
check that

(i)
8
ř

h“0

}Γh`p´qTΓh}Tr ă 8,

(ii)
8
ř

h“0

}Γh`qTΓh´p}Tr ă 8, and

(iii)
8
ř

h“0

}uhpΛ ´ Φqu˚
h`q}Tr ă 8,

where Λ,Φ,Γ were defined in (3.5)–(3.6). We start with the third estimate (iii). Note that

8
ÿ

h“0

}uhpΛ ´ Φqu˚
h`q}Tr ď p}Λ}Tr ` }Φ}Trq

8
ÿ

h“0

}uh}op}uh`q}op

ď
`

E }ε0}4H ` 3E }ε0}4H
˘

8
ÿ

h“0

}uh}2op ă 8.

(5.1)

For the second line in (5.1) we used that, without loss of generality, we can select tujujPN0 in
the representation (1.1) such that t}uj}opujPN0 is decreasing. More precisely, we can define a
renumeration tũjujPN0 of tujujPN0 such that tũjujPN0 is decreasing in the operator norm. Then,
take X̃n

.
“

ř8
j“0 ũjεn´j . Note that, for all n, Xn “ X̃n in law, since tεnunPZ is i.i.d., and so we

can work with X̃n instead of Xn (and the same for their respective autocovariance operators).
We now turn to the first estimate (i), and (ii) follows by identical calculations. By denoting

M
.
“

ř8
j“0 }uj}

4{3
op ă 8 and since t}uj}opujPN0 is decreasing in j, we write

8
ÿ

h“0

}Γh`p´qTΓh}Tr ď E }ε0}4H

8
ÿ

i“0

8
ÿ

j“p

8
ÿ

h“0

}uh`i}op}ui}op}uh`q`j}op}up`j}op

ď E }ε0}4H
ÿ

j

ÿ

h

}uh`q`j}op}up`j}op}uh}2{3
op

ÿ

i

}uh`i}
1{3
op }ui}op

ď M E }ε0}4H
ÿ

h

}uh}2{3
op }uh`q`j}

2{3
op

ÿ

j

}uh`q`j}
1{3
op }up`j}op

ď M2 E }ε0}4H
ÿ

h

}uh}2{3
op }uh`q`j}

2{3
op

ď M3 E }ε0}4H.

(5.2)

The estimate in the first line follows from calculations in pp. 127-128 of Mas (2002). Coupled
with the strategy followed there, these estimates finish the proof.
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5.2 Proof of Theorem 3.3

In the proof of Theorem 3.3, we are concerned with the case dpsq P
`

1
4 ,

1
2

˘

, s P Y. The proof is
structured as follows. We first separate the sample autocovariances into their diagonal and off-
diagonal terms. Lemma 5.1 below shows that only the off-diagonal terms contribute to the limit
in the sought convergence of the sample autocovariance operators. We then leverage Lemma
6.3 below to identify the scaling limit (in L2pY2 : RpH`1qq) of the off-diagonal terms. Lemma
6.3 is the key result in our analysis and its application gives the sought convergence result.

The sample autocovariances can be separated into diagonal and off-diagonal parts as follows.
For h “ 0, . . . ,H, we have

pγN,hpr, sq ´ γhpr, sq “
1

N

N
ÿ

n“1

Xn`hprqXnpsq ´

8
ÿ

j“0

pj ` h` 1qdprq´1pj ` 1qdpsq´1σpr, sq

“
1

N

N
ÿ

n“1

8
ÿ

j“0

uj`hprqujpsqpεn´jprqεn´jpsq ´ σpr, sqq

`
1

N

N
ÿ

n“1

ÿ

j‰i`h

ujprquipsqεn`h´jprqεn´ipsq

“ DN,hpr, sq `ON,hpr, sq

(5.3)

with ujprq “ pj ` 1qdprq´1 as in (2.8) and

DN,hpr, sq
.
“

1

N

N
ÿ

n“1

8
ÿ

j“0

uj`hprqujpsqpεn´jprqεn´jpsq ´ σpr, sqq,

ON,hpr, sq
.
“

1

N

N
ÿ

n“1

ÿ

i,j“0,...,8
j‰i`h

ujprquipsqεn`h´jprqεn´ipsq.

(5.4)

By Theorem 2.3 in Bosq (2000), it suffices to show

}ΞN pDN,h, h “ 0, . . . ,Hq}L2pY2:RpH`1qq

P
Ñ 0, (5.5)

ΞN pON,h, h “ 0, . . . ,Hq
d

Ñ pR, h “ 0, . . . ,Hq. (5.6)

The convergences (5.5) and (5.6) follow by Lemmas 5.1 and 5.3 respectively.

Lemma 5.1. Let tXnunPZ be as in Theorem 3.3, with dpsq P
`

1
4 ,

1
2

˘

for µ´a.s. s P Y. Then,
(5.5) holds.

Proof: By Markov’s inequality, for all ε ą 0,

P
´

}ΞN pDN,h, h “ 0, . . . ,Hq}L2pY2:RpH`1qq ą ε
¯

ď
1

ε2
E }ΞN pDN,h, h “ 0, . . . ,Hq}2L2pY2:RpH`1qq

“
1

ε2

ż ż

E }N1´dpr,sqpDN,hpr, sq, h “ 0, . . . ,Hq}2RH`1µpdrqµpdsq

“
1

ε2

H
ÿ

h“0

ż ż

E |N1´dpr,sqDN,hpr, sq|2µpdrqµpdsq.
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It now suffices to show that the last term converges to 0 as N Ñ 8. Recalling (5.4), note that
we can rewrite the diagonal term as

DN,h “
1

N

N
ÿ

n“1

Yn P L2pY2q, Ynpr, sq
.
“

8
ÿ

j“0

α
phq

j rζj´nspr, sq, (5.7)

where the sequences α
phq

j , ζj are respectively LpL2pY2qq- and L2pY2q-valued elements given by

α
phq

j rf spr, sq
.
“ uj`hprqujpsqfpr, sq, ζjpr, sq

.
“ εjprqεjpsq´σpr, sq, f P L2pY2q, r, s P Y, j ě 0.

(5.8)
Moreover, note that tζjujPZ are centered and i.i.d. with

E pζipr, sqζjpr, sqq “

#

E ε20prqε20psq ´ pσpr, sqq2 i “ j

0 i ‰ j.
, σ2ζ pr, sq

.
“ E pζ0pr, sqζ0pr, sqq . (5.9)

We claim that there exists a constant c ą 0, such that

ż ż

E |N1´dpr,sqDN,hpr, sq|2µpdr, dsq “

ż

N2´2dpr,sq E |DN,hpr, sq|2µpdr, dsq

ď cmaxtlog2pNq{2, logpNqu

ż ż

N1´2dpr,sq|σζpr, sq|2µpdrqµpdsq,

(5.10)

where σζ was defined in (5.9). Then, the quantity in the second line of (5.10) converges to zero by
the dominated convergence theorem and the observation that maxtlog2pNq{2, logpNquN1´2dpr,sq Ñ

0 as N Ñ 8 for a.s. r, s P Y, since logpNq, log2pNq are slowly varying functions and 2dpr, sq ă 1
for µ-a.s. r, s P Y.

To show the inequality in (5.10), first note that

E pDN,hpr, sqq
2

“
1

N
E pY0pr, sqq

2
`

2

N2

N´1
ÿ

n“1

N
ÿ

l“n`1

E pYnpr, sqYlpr, sqq . (5.11)

We can see that

E pY0pr, sqq
2

“

8
ÿ

i“0

pi` 1qdpr,rq´2pi` h` 1qdps,sq´2σ2ζ pr, sq

ď σ2ζ pr, sq
8
ÿ

i“0

pi` 1qdpr,rq`dps,sq´4 ă 8.

(5.12)

Moreover, by using (5.9), it follows that

E pY0pr, sqYlpr, sqq

“ E

˜

8
ÿ

i,j“0

α
phq

i rζispr, sqα
phq

j rζj´lspr, sq

¸

“

8
ÿ

i,j“0

pi` 1qdprq´1pi` h` 1qdpsq´1pj ` 1qdprq´1pj ` h` 1qdpsq´1 E pζipr, sqζj´lpr, sqq

“

8
ÿ

j“0

pj ` l ` 1qdprq´1pj ` l ` h` 1qdpsq´1pj ` 1qdprq´1pj ` h` 1qdpsq´1σ2ζ pr, sq
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ď

8
ÿ

j“0

pj ` l ` 1qdpr,sq´2pj ` 1qdpr,sq´2|σζpr, sq|2 ď |σζpr, sq|2
8
ÿ

j“0

pj ` l ` 1q´1pj ` 1q´1. (5.13)

Moreover, by the proof of Proposition 1 in Characiejus and Račkauskas (2013),

8
ÿ

j“0

pj ` l ` 1q´1pj ` 1q´1 ď pl ` 1q´1 ` l´1

ˆ

log

ˆ

l ` 1

2

˙

`

ż 8

1
pxpx` 1qq´1dx

˙

ď cl´1 logplq,

so that, there is a constant, c ą 0, with

8
ÿ

j“0

pj ` l ` 1q´1pj ` 1q´1 ď cl´1 logplq. (5.14)

Then the last term in (5.11) can be estimated upon noticing that

1

N2

N´1
ÿ

n“1

N
ÿ

l“n`1

E pYnpr, sqYlpr, sqq “
1

N2

N´1
ÿ

l“1

pN ´ lqE pY0pr, sqYlpr, sqq

ď c
1

N2

N´1
ÿ

l“1

pN ´ lql´1 logplq|σζpr, sq|2 (5.15)

ď c
1

N

N´1
ÿ

l“1

p1 ´
l

N
ql´1 logplq|σζpr, sq|2

ď c|σζpr, sq|2
logN

N

N´1
ÿ

l“1

l´1

ď c
1

N
maxtlog2pNq{2, logpNqu|σζpr, sq|2, (5.16)

where (5.15) follows from (5.13)–(5.14). Then, (5.10) follows from (5.11), (5.12), and (5.16).

Remark 5.2. In the case ess supsPY dpsq ă 1
2 , tα

phq

j ujPN in the proof of Lemma 5.1 are absolutely
summable in the operator norm. Then, Lemma 5.1, as well as the asymptotic normality for
DN,h, follows from Theorem 2 in Merlevède et al. (1997). This argument is no longer available
when ess supsPY dpsq “ 1

2 , thus justifying the proof strategy pursued here.

Lemma 5.3. Let tXnunPZ be as in Theorem 3.3, with dpsq P
`

1
4 ,

1
2

˘

for µ´a.s. s P Y. Then,
(5.6) holds.

Proof: To investigate the asymptotic behavior of the off-diagonal terms in (5.6), we write

N1´dpr,sqON,hpr, sq “ N´dpr,sq

N
ÿ

n“1

8
ÿ

i,j“0
j‰i`h

ujprquipsqεn´pj´hqprqεn´ipsq

“ N´dpr,sq

N
ÿ

n“1

8
ÿ

j1“´h,j2“0
j1‰j2

uj1`hprquj2psqεn´j1prqεn´j2psq

“ N´dpr,sq

N
ÿ

n“1

ÿ

j1“´8,...,n`h
j2“´8,...,n

j1‰j2

un`h´j1prqun´j2psqεj1prqεj2psq
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“

8
ÿ

j1,j2“´8
j1‰j2

N´dpr,sq

N
ÿ

n“1

un`h´j1prqun´j2psqεj1prqεj2psq1tn`h´j1ě0u1tn´j2ě0u

“
ÿ

j1‰j2

CN,hpj1, j2, r, sqεj1prqεj2psq,

where we have used the changes of variables j1 “ j ´ h (j2 “ i), and jk “ n ´ jk, k “ 1, 2, for
the second and third lines respectively, and where

CN,hpj1, j2, r, sq
.
“ N´dpr,sq

N
ÿ

n“1

un`h´j1prqun´j2psq1tn`h´j1ě0u1tn´j2ě0u. (5.17)

Then,
ΞN pON,h, h “ 0, . . . ,Hqpr, sq “

ÿ

j1‰j2

CN pj1, j2, r, sqεj1prqεj2psq, r, s P Y, (5.18)

with CN pj1, j2, ¨, ¨q P L2pY2 : RpH`1qq defined by

CN pj1, j2, r, sq “ pCN,0pj1, j2, r, sq, . . . , CN,Hpj1, j2, r, sqq1. (5.19)

Moreover, define for r, s P Y, h “ 0, . . . ,H, and x1, x2 P R,

rCN px1, x2, ¨, ¨q
.
“ NCN prx1N s, rx2N s, ¨, ¨q, rCσ

N px1, x2, r, sq
.
“ rCN px1, x2, r, sqσprqσpsq. (5.20)

Then, from (5.17),

rCN,hpx1, x2, r, sq

“ N1´dpr,sq

N
ÿ

n“1

un`h´rx1Nsprqun´rx2Nspsq1tn`h´rx1Nsě0u1tn´rx2Nsě0u

“ N2´dpr,sq

ż 1

0
urvNs`h´rx1NsprqurvNs´rx2Nspsq1trvNs`h´rx1Nsě0u1trvNs´rx2Nsě0udv. (5.21)

We seek to apply Lemma 6.3 to identify the weak limits of ΞN pON,h, h “ 0, . . . ,Hq. For this
reason, we set

sfσ
.
“ pfσ, h “ 0, . . . ,Hq1, fσpx, y, r, sq

.
“ fpr,sqpx, yqσprqσpsq (5.22)

as in (4.5), where f was defined in (4.14). Here we maintain the notation σ to remember the
dependence on the correlation structure of the underlying noise. Then, the previous relation
implies that,

›

›

›

rCσ
N ´sfσ

›

›

›

2

L2pR2:L2pY2:RpH`1qqq

“

ż

R2

ż

Y2

›

›

›

›

›

˜

ż 1

0
N2´dpr,squrvNs`h´rx1NsprqurvNs´rx2Nspsq1trvNs`h´rx1Nsě0u1trvNs´rx2Nsě0u

´ pv ´ x1q
dprq´1
` pv ´ x2q

dpsq´1
` dv, h “ 0, . . . ,H

¸›

›

›

›

›

2

RH`1

σ2prqσ2psqdrdsdx1dx2.

(5.23)

Note that to show
›

›

›

rCσ
N ´sfσ

›

›

›

2
Ñ 0, it remains to show that the integrand is (i) integrable, and

(ii) converges pointwise (in r, s, x1, x2, as N Ñ 8) to 0. Upon establishing these two claims,
the DCT will ensure that the integral tends to zero.
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For (i), recall that from Lemma 6.2 we have that fσ P L2pR2 : L2pY2qq. For the sake of
notational simplicity, we set H “ 0 (and so h “ 0), and we show that rCσ

N P L2pR2 : L2pY2qq.
The case h P N follows from similar calculations. First, note that

N1´dprqurvNs´rx1Nsprq1trvNs´rx1Nsě0u

“

ˆ

1

N

˙dprq´1

1trvNs“rx1Nsu `

ˆ

rvN s

N
´

rx1N s

N
`

1

N

˙dprq´1

1trvNs´rx1Nsě1u,
(5.24)

where it follows that, for all x1 P R, r P Y, N P N,
ˆ

rvN s

N
´

rx1N s

N
`

1

N

˙dprq´1

1trvNs´rx1Nsě1u ď pv ´ x1q
dprq´1
` , (5.25)

by recalling that v ď
rvNs

N , rx1Ns

N ď x1 ` 1
N , and that dprq ´ 1 ă 0. Analogous calculations show

that

N1´dpsqurvNs´rx2Nspsq1trvNs´rx2Nsě0u

“

ˆ

1

N

˙dpsq´1

1trvNs“rx2Nsu `

ˆ

rvN s

N
´

rx2N s

N
`

1

N

˙dpsq´1

1trvNs´rx1Nsě1u

ď

ˆ

1

N

˙dpsq´1

1trvNs“rx2Nsu ` pv ´ x2q
dpsq´1
` .

(5.26)

Combining (5.21), (5.24), (5.25), and (5.26), we see that

›

›

›

rCσ
N

›

›

›

2

L2pR2:L2pY2qq
ď 4

´

R1,N ` R2,N ` R3,N ` }fσ}
2
L2pR2:L2pY2qq

¯

,

where

R1,N
.
“

›

›

›

›

σprqσpsqN2´dpr,sq

ż 1

0
1trvNs“rx1Nsu1trvNs“rx2Nsudv

›

›

›

›

2

L2pR2:L2pY2qq

,

R2,N
.
“

›

›

›

›

σprqσpsqN1´dprq

ż 1

0
pv ´ x2q

dpsq´1
` 1trvNs“rx1Nsudv

›

›

›

›

2

L2pR2:L2pY2qq

,

R3,N
.
“

›

›

›

›

σprqσpsqN1´dpsq

ż 1

0
pv ´ x1q

dprq´1
` 1trvNs“rx2Nsudv

›

›

›

›

2

L2pR2:L2pY2qq

.

(5.27)

We now show that Ri,N Ñ 0 as N Ñ 8 for i “ 1, 2, 3. We first investigate R1,N . Note that

R1,N “

ż

Y2

σ2prqσ2psqN4´2dpr,sq

ż

R2

ż 1

0

ż 1

0
1trv1Ns“rx1Ns,rv1Ns“rx2Ns,rv2Ns“rx1Ns,rv2Ns“rx2Nsu

ˆ dv1dv2dx1dx2µpdrqµpdsq

“

ż

Y2

σ2prqσ2psqN1´2dpr,sqµpdrqµpdsq

“

ˆ
ż

Y
σ2prqN1{2´2dprqµpdrq

˙2

,

(5.28)

where the second equality follows upon noticing that
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ż

R2

ż 1

0

ż 1

0
1trv1Ns“rx1Ns,rv1Ns“rx2Ns,rv2Ns“rx1Ns,rv2Ns“rx2Nsu

“

N´1
ÿ

i“0

ż pi`1q{N

i{N

ż pi`1q{N

i{N

ż pi`1q{N

i{N

ż pi`1q{N

i{N
dv1dv2dx1dx2 “ N´3.

Since dprq ą 1
4 , it follows from (5.28) and DCT that R1,N Ñ 0. We now turn to proving

R2,N Ñ 0 and the calculations are analogous (but symmetrical in r and s) for R3,N Ñ 0. First,
observe that

ˆ

N1´dprq

ż 1

0
pv ´ x2q

dpsq´1
` 1trvNs“rx1Nsu

˙2

“ N2´2dprq

ż 1

0

ż 1

0
pv1 ´ x2q

dpsq´1
` pv2 ´ x2q

dpsq´1
` 1trv1Ns“rx1Nsu1trv2Ns“rx1Nsudv1dv2, (5.29)

and moreover
ż

R
1trv1Ns“rx1Nsu1trv2Ns“rx1Nsudx1

ď 1trv1Ns“rv2Nsu

N´1
ÿ

i“0

ż pi`1q{N

i{N
1

tv1Pp i
N
, i`1

N qu
dx1 “ 1trv1Ns“rv2Nsu

1

N
.

(5.30)

In addition, we see that

ż 1

0

ż 1

0
1trv1Ns“rv2Nsu

ż

R
pv1 ´ x2q

dpsq´1
` pv2 ´ x2q

dpsq´1
` dx2dv2dv1

“

ż 1

0

ż 1

0
1trv1Ns“rv2Nsu

ż 8

´mintv1,v2u

pv1 ` x2q
dpsq´1
` pv2 ` x2q

dpsq´1
` dx2dv2dv1

“

ż 1

0

«

ż v1

0
1trv1Ns“rv2Nsu

ż 8

´v2

pv1 ` x2qdpsq´1pv2 ` x2qdpsq´1dx2dv2

`

ż 1

v1

1trv1Ns“rv2Nsu

ż 8

´v1

pv1 ` x2qdpsq´1pv2 ` x2qdpsq´1dx2dv2

ff

dv1

“

ż 1

0

«

ż v1

0
1trv1Ns“rv2Nsu

ż 8

0
zdpsq´1pz ` pv1 ´ v2qqdpsq´1dzdv2

`

ż 1

v1

1trv1Ns“rv2Nsu

ż 8

0
zdpsq´1pz ` pv2 ´ v1qqdpsq´1dx2dv2

ff

dv1

“

ż 1

0

ż 1

0
1trv1Ns“rv2Nsu

ż 8

0
zdpsq´1pz ` |v1 ´ v2|qdpsq´1dzdv2dv1

“

ż 1

0

ż 1

0
1trv1Ns“rv2Nsu|v2 ´ v1|2dpsq´1Bpdpsq, 1 ´ 2dpsqqdv1dv2

ď Bpdpsq, 1 ´ 2dpsqqN´2dpsq. (5.31)

Here, the first equality followed from the change of variables ´x2 ÞÑ x2; the fifth and sixth lines
follow by the change of variables x2 ` v2 “ z and x2 ` v1 “ z respectively; finally the last line
follows upon noticing that, on the event 1trv1Ns“rv2Nsu, we have |v2 ´ v1| ď N´1.
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By combining (5.29), (5.30), and (5.31) we have that

R2,N ď

ż

Y2

σ2prqσ2psqN1´2dprq

ż 1

0

ż 1

0
1trv1Ns“rv2Nsu

ˆ

ż

R
pv1 ´ x2q

dpsq´1
` pv2 ´ x2q

dpsq´1
` dx2dv1dv2µpdrqµpdsq

ď

ż

Y2

σ2prqσ2psqN1´2dpr,sqBpdpsq, 1 ´ 2dpsqqµpdrqµpdsq

ď

ż

Y
σ2prqN1{2´2dprqµpdrq

ż

Y
σ2psqN1{2´2dpsq 1

dpsq p1 ´ 2dpsqq
µpdsq

ď 4

ż

Y
σ2prqN1{2´2dprqµpdrq

ż

Y
N1{2´2dpsq σ2psq

1 ´ 2dpsq
µpdsq,

(5.32)

where the third inequality follows from the bound 0 ď Bpx, yq ď 1
xy ; see Theorem 1.1 in From

and Ratnasingam (2022). Then, R2,N Ñ 0 as N Ñ 8 from Assumption (3.13).
The calculations above imply that

›

›

›

rCσ
N ´sfσ

›

›

›

2

L2pR2:L2pY2qq
ď 2

›

›

›

rCσ
N

›

›

›

2

L2pR2:L2pY2qq
` 2

›

›sfσ
›

›

2

L2pR2:L2pY2qq

ď 10
›

›sfσ
›

›

2

L2pR2:L2pY2qq
` 8

3
ÿ

i“1

Ri,N ă 8. (5.33)

We turn to point (ii). Note that from the definition of tujujPN, for all v, x1, x2 P R and r, s P Y,
as N Ñ 8

N1´dprqurvNs`h´rx1Nsprq1tn`h´j1ě0uσprq Ñ pv ´ x1q
dprq´1
` σprq,

N1´dpsqurvNs´rx2Nspsq1tn´j2ě0uσpsq Ñ pv ´ x2q
dpsq´1
` σpsq.

(5.34)

The a.s. pointwise convergence (in pr, s, x1, x2q of rCN,hpx1, x2, r, sq to fσ) follows by DCT by
using similar bounds as in the proof of (i), and noticing that these bounds are finite for λb2bµb2

a.s. px1, x2, r, sq.
Combining items (i), (ii), and DCT, we can infer that

} rCσ
N ´ f̄σ}2L2pR2:L2pY2:RH`1qq

Ñ 0 (5.35)

This shows that the conditions in Lemma 6.3 are satisfied, finishing the proof of (5.6).

5.3 Proof of Theorem 3.5

The proof of Theorem 3.5 is based on Theorem 3.3. We show that the H-valued linear process
(1.1) with (1.5) can be written as a continuous operator applied to an L2pYq-valued linear
process (1.1). Analogously, the sample autocovariance operator can be written as a continuous
operator applied to the sample autocovariances of an L2pYq-valued linear process. Then, the
continuous mapping theorem and Theorem 3.3 give the desired result.

Recall the spectral theorem from (2.6). The self-adjoint operator T can be decomposed into
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a multiplication operator Dd and a unitary operator U . Then,

Xn “

8
ÿ

j“0

pj ` 1qT´Iεn´j “

8
ÿ

j“0

exp pU˚pDd ´ IqU logpj ` 1qq εn´j

“

8
ÿ

j“0

8
ÿ

κ“0

U˚ pDd ´ Iqκ logpj ` 1qκ

κ!
Uεn´j

“ U˚

˜

8
ÿ

j“0

pj ` 1qDd´IpUεn´jq

¸

,

(5.36)

where we used, for T P LpHq and λ ą 0, λT “ eT logpλq and eT “
ř8

j“0 T
j{j! in the first and

second line, respectively. Therefore,

Xn “ U˚Zn with Zn
.
“

8
ÿ

j“0

pj ` 1qDd´IpUεn´jq P L2pYq. (5.37)

Recall from Section 2.3 that the decomposition (5.37), allows us to infer some properties of
tXnunPZ based on Zn. In particular, if Zn satisfies (2.10) with σ2prq “ EppUεprqqpUεprqqq, the
unitarity of U implies that tXnunPZ converges P-almost surely.

The interchangeability of the series and U˚ in (5.36) is a consequence of the almost sure
convergence of Zn in (5.37) and the boundedness of the unitary operator U . The process tZnunPZ
satisfies the assumptions of Theorem 3.3: The sequence tUεjujPZ is an i.i.d. sequence with finite
second and fourth moments since U : H Ñ L2pYq is a unitary operator and tεjujPZ is assumed
to be an i.i.d. sequence with finite second and fourth moments.

In view of (5.37), we can rewrite the sample autocovariance operators of lag h as

pΓN,h ´ Γh “
1

N

N
ÿ

n“1

Xn`h bXn ´ EpXh bX0q

“
1

N

N
ÿ

n“1

ppU˚Zn`hq b pU˚Znq ´ EppU˚Zhq b pU˚Z0qqq

“
1

N

N
ÿ

n“1

ppU˚ b U˚qpZn`h b Znq ´ pU˚ b U˚qEpZh b Z0qq

“ pU˚ b U˚q

«

1

N

N
ÿ

n“1

pZn`h b Zn ´ EpZh b Z0qq

ff

.

To interchange the summation and integration operations with U in the calculations above, we
used the fact that U is a unitary, bounded, and linear operator.

Recall the scaling operators ΞN ,∆
U
N defined in (3.11) and (3.14). It follows that the nor-

malized sample autocovariance operator (1.2) of Xn can be written as

∆U
N ppΓN,h ´ Γhq “ pU˚ b U˚q

«

ΞN

˜

1

N

N
ÿ

n“1

pZn`h b Zn ´ EpZh b Z0qq

¸ff

d
ÝÑ pU˚ b U˚qIσU

2 pfq

(5.38)

with
σU pr, sq

.
“ E pppUεqprqqppUεqpsqqq , r, s P Y.
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The weak convergence

ΞN

˜

1

N

N
ÿ

n“1

pZn`h b Zn ´ EpZh b Z0qq

¸

d
ÝÑ IσU

2 pfq

is in L2pY2q and follows from an application of Theorem 3.3. The weak convergence in (5.38)
is in H b H and holds from the continuous mapping theorem, since U˚ b U˚ is bounded and
linear. Note that the second line in (5.38) includes a slight abuse in notation, by identifying
L2pY2q – L2pYq b L2pYq.

We can conclude that the continuous mapping theorem, (5.38) and Lemma 3.3 give the
desired convergence result.

6 Some Technical Results

In this section, we give some technical results and their proofs. We start with a lemma providing
a technical estimate.

Lemma 6.1. The function cpr, sq in (2.2) can be bounded from above as

cpr, sq ď
1

dprq
`

1

1 ´ dpr, sq
(6.1)

for dpr, sq “ dprq ` dpsq and dpsq P p0, 12q.

Proof: As a function of d, the Beta function can be written as

cpr, sq “

ż 8

0
xdprq´1px` 1qdpsq´1dx “

ż 1

0
xdprq´1p1 ´ xq´dpr,sqdx. (6.2)

Note that ab ď a` b for a, b ą 0, which implies

xdprq´1p1 ´ xq´dpr,sq ď xdprq´1 ` p1 ´ xq´dpr,sq. (6.3)

Then, (6.3) yields

cpr, sq ď

ż 1

0
xdprq´1dx`

ż 1

0
p1 ´ xq´dpr,sqdx ď

1

dprq
`

1

1 ´ dpr, sq
, (6.4)

concluding the proof of the Lemma.

The following lemma ensures that, in the second regime, the conditions of Theorem 3.5
imply the desired regularity for the kernels f in (4.14).

Lemma 6.2. Recall the kernel f from (4.14) and let dprq P
`

1
4 ,

1
2

˘

. If

ż

Y

σ2prq

p1 ´ 2dprqqp2dprq ´ 1{2q
µpdrq ă 8, (6.5)

then fσpr, s, x, yq “ fpr,sqpx, yqσprqσpsq takes values in L2pR2 : L2pY2qq.
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Proof: First, note that

ż

R2

ˇ

ˇ

ˇ

ˇ

ż 1

0
pv ´ x1q

dprq´1
` pv ´ x2q

dpsq´1
` dv

ˇ

ˇ

ˇ

ˇ

2

dx1dx2

“

ż

R2

ˆ
ż 1

0
pv ´ x1q

dprq´1
` pv ´ x2q

dpsq´1
` dv

˙ ˆ
ż 1

0
pu´ x1q

dprq´1
` pu´ x2q

dpsq´1
` du

˙

dx1dx2

“

ż 1

0

ż 1

0

ˆ
ż

R
pv ´ x1q

dprq´1
` pu´ x1q

dprq´1
` dx1

˙ ˆ
ż

R
pv ´ x2q

dpsq´1
` pu´ x2q

dpsq´1
` dx2

˙

dvdu

“

ż 1

0

ż 1

0

ˆ
ż

R
pz1q

dprq´1
` pu´ v ` z1q

dprq´1
` dz1

˙ ˆ
ż

R
pz2q

dpsq´1
` pu´ v ` z2q

dpsq´1
` dz2

˙

dvdu, (6.6)

where (6.6) follows by substituting x1 “ v´z1 and x2 “ v´z2. We want to perform the change
of variables zi “ pu´ vqwi, i “ 1, 2. For this, we first see that, for the sets

A .
“ tz1 ě 0, z2 ě 0u “ tu ě v, w1 ě 0, w2 ě 0u Y tu ď v, w1 ď 0, w2 ď 0u

B .
“ tu´ v ` z1 ě 0, u´ v ` z2 ě 0u “ tu ě v, w1 ě ´1, w2 ě ´1u Y tu ď v, w1 ď ´1, w2 ď ´1u,

we have that

A X B “ tu ě v, w1 ě 0, w2 ě 0u Y tu ď v, w1 ď ´1, w2 ď ´1u. (6.7)

In view of (6.7) and the change of variables zi “ pu´ vqwi, i “ 1, 2, (6.6) implies that

ż

R2

ˇ

ˇ

ˇ

ˇ

ż 1

0
pv ´ x1q

dprq´1
` pv ´ x2q

dpsq´1
` dv

ˇ

ˇ

ˇ

ˇ

2

dx1dx2

“

ż 1

0

ż u

0
pu´ vq2dpr,sq´2dvdu

ˆ

ż 8

0
pw1qdprq´1p1 ` w1qdprq´1dw1

ż 8

0
pw2qdpsq´1p1 ` w2qdpsq´1dw2 (6.8)

`

ż 1

0

ż 1

u
pv ´ uq2dpr,sq´2dvdu

ˆ

ż ´1

´8

p´w1qdprq´1p´1 ´ w1qdprq´1dw1

ż ´1

´8

p´w2qdpsq´1p´1 ´ w2qdpsq´1dw2 (6.9)

“ 2

ż 8

0
pw1qdprq´1p1 ` w1qdprq´1dw1

ż 8

0
pw2qdpsq´1p1 ` w2qdpsq´1dw2

ˆ

ˆ
ż 1

0

ˆ
ż u

0
pu´ vq2dpr,sq´2 `

ż 1

u
pv ´ uq2dpr,sq´2

˙

dvdu

˙

, (6.10)

where (6.10) follows by the change of variables xi “ ´1 ´ wi, i “ 1, 2 of the integrals in (6.9)
(we still denote the new variable by wi). By recalling the definition of cprq

.
“ cpr, rq, in (2.2)

and elementary calculations, this says that

ż

R2

ˇ

ˇ

ˇ

ˇ

ż 1

0
pv ´ x1q

dprq´1
` pv ´ x2q

dpsq´1
` dv

ˇ

ˇ

ˇ

ˇ

2

dx1dx2 “ 4cprqcpsq
1

2dpr, sq ´ 1

1

2dpr, sq

ď 4cprqcpsq
1

2dpr, sq ´ 1
,

(6.11)

since dprq ą 1{4.
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We see that, by Tonelli’s theorem,

}fσ}
2
L2pR2:L2pY2qq “

ż

R2

˜

ż

Y2

ˇ

ˇ

ˇ

ˇ

σprqσpsq

ż 1

0
pv ´ x1q

dprq´1
` pv ´ x2q

dpsq´1
` dv

ˇ

ˇ

ˇ

ˇ

2

µpdrqµpdsq

¸

dx1dx2

ď 4

ż

Y2

σ2prqσ2psqcprqcpsq
1

2dpr, sq ´ 1
µpdrqµpdsq (6.12)

ď 4

ż

Y2

ˆ

1

dprq
`

1

1 ´ 2dprq

˙ ˆ

1

dpsq
`

1

1 ´ 2dpsq

˙

σ2prqσ2psq

2dpr, sq ´ 1
µpdrqµpdsq

(6.13)

ď 36

ˆ
ż

Y

σ2prq

p1 ´ 2dprqqp2dprq ´ 1{2q
µpdrq

˙2

, (6.14)

where (6.12) is due to (6.11), (6.13) follows from (6.1), and (6.14) follows by recalling that, for
1{4 ď dprq, dpsq ď 1{2, we have the relations

1

2dpr, sq ´ 1
“

1

2dprq ´ 1{2 ` 2dpsq ´ 1{2
ď

1

2dprq ´ 1{2

1

2dpsq ´ 1{2
,

1

dprq
ď

2

1 ´ 2dprq
.

The proof is concluded upon noticing that the quantity in (6.14) is finite.

The following key lemma provides the necessary ingredients to obtain convergence to double
Wiener-Itô integrals with sample paths in L2pY2q. It generalizes Proposition 14.3.2 in Giraitis
et al. (2012).

Lemma 6.3. Let CN be as in (5.19). Consider a linear combination of an off-diagonal tuple

Q2pCN q P L2pY2 : RpH`1qq, Q2pCN qpr, sq
.
“

ÿ

j1‰j2

CN pj1, j2, r, sqεj1prqεj2psq.

Assume that there exists a kernel f P H2, such that, denoting fσpr, s, x, yq
.
“ fpr, s, x, yqσprqσpsq

and f̄
.
“ pf, . . . , fq P L2pR2 : L2pY2 : RpH`1qqq, the functions defined in (5.20) satisfy, as

N Ñ 8,
} rCσ

N ´ f̄σ}L2pR2:L2pY2:RpH`1qqq Ñ 0. (6.15)

Then,

Q2pCN q
d

Ñ I2pf̄q
.
“

¨

˚

˝

Iσ
2 pfq
...

Iσ
2 pfq

˛

‹

‚

, weakly in L2pY2 : RpH`1qq,

where each coordinate of the limit is understood in the sense of Definition 4.2.

Proof: For notational simplicity, we write from here on I2pfq instead of Iσ
2 pfq. By a truncation

argument, it is enough to prove that for all ε ą 0, there exists a special kernel fε (cf. Section
4), its vectorization f̄ε, and a corresponding CN,ε, such that

Var }Q2pCN q ´Q2pCN,εq}L2pY2:RpH`1qq ď ε, (6.16)

Var }I2pf̄εq ´ I2pf̄q}L2pY2:RpH`1qq ď ε, (6.17)

Q2pCN,εq
d

ÝÑ I2pf̄εq, (6.18)

as N Ñ 8, where the weak convergence in (6.18) is in the topology of L2pY2 : RpH`1qq and
CN,ε is defined by

CN,εpj1, j2, r, sq
.
“ N´1f̄ pr,sq

ε

ˆ

j1
N
,
j2
N

˙

, r, s P Y. (6.19)
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Indeed, if (6.16)–(6.18) are true, then we can write, for each ε ą 0

Q2pCN q ´ I2pf̄q “ Q2pCN q ´Q2pCN,εq `Q2pCN,εq ´ I2pf̄εq ` I2pf̄εq ´ I2pf̄q

“ AN,ε ` BN,ε ` CN,ε,
(6.20)

where

AN,ε
.
“ Q2pCN q ´Q2pCN,εq, BN,ε

.
“ Q2pCN,εq ´ I2pf̄εq, CN,ε

.
“ I2pf̄εq ´ I2pf̄q. (6.21)

Then, by Condition (6.16) it follows that AN,ε
P
ÝÑ 0 in L2pY2 : RpH`1qq. Moreover, by Condition

(6.18), it follows that BN ,ε Ñ 0 in distribution, and so in probability. Finally, (6.17) implies

that CN ,ε
P
ÝÑ 0. We can then conclude that

Q2pCN q Ñ I2pf̄q, weakly in L2pY2 : RpH`1qq, (6.22)

from Slutsky’s lemma, by sending first N Ñ 8, and then ε Ñ 0.
We turn to verifying conditions (6.16)–(6.18). First note that, whenever i1 ‰ i2, j1 ‰ j2,

Epεi1pr1qεj1ps1qεi2pr2qεj2ps2qq “

$

’

&

’

%

σpr1, s1qσpr2, s2q, if i1 “ j1, i2 “ j2,

σpr1, s2qσps1, r2q, if i1 “ j2, j1 “ i2,

0, otherwise.

Then, for (6.16),

E }Q2pCN q}2L2pY2:RpH`1qq

“ E
´

ż

Y

ż

Y

›

›

›

›

ÿ

j1‰j2

CN pj1, j2, r, sqεj1prqεj2psq

›

›

›

›

2

RH`1

µpdrqµpdsq
¯

“

ż

Y

ż

Y

ÿ

j1‰j2

ÿ

i1‰i2

pCN pj1, j2, r, sqq1CN pi1, i2, r, sqEpεj1prqεj2psqεi1prqεi2psqqµpdrqµpdsq

“

ż

Y

ż

Y

ÿ

j1‰j2

}CN pj1, j2, r, sq}2σ2prqσ2psqµpdrqµpdsq

`

ż

Y

ż

Y

ÿ

j1‰j2

|CN pj1, j2, r, sq|1|CN pj2, j1, r, sq|σ2pr, sqµpdrqµpdsq

ď 2

ż

Y

ż

Y

ż

R2

N2}CN prx1N s, rx2N s, r, sq}2dx1dx2σ
2prqσ2psqµpdrqµpdsq (6.23)

ď 2} rCσ
N}2L2pR2:L2pY2:RpH`1qqq

(6.24)

with rCσ
N px1, x2, r, sq as in (5.20), and where (6.23) holds by noticing that σ2pr, sq ď σ2prqσ2psq.

This implies

E }Q2pCN q ´Q2pCN,εq}2L2pR2:L2pY2:RpH`1qqq
“ E }Q2pCN ´ CN,εq}2L2pR2:L2pY2:RpH`1qqq

ď 2} rCσ
N ´ rCσ

N,ε}
2
L2pR2:L2pY2:RpH`1qqq

, (6.25)

where
rCσ
N,εpx1, x2, r, sq

.
“ NCN,εpx1, x2, r, sqσprqσpsq. (6.26)

It remains to bound the right hand side of (6.25). First note that if f P H2 is special, then
so is fσ. Then, for any N0 ě 1 and any special f̄σε ,

rCσ
N,ε, by the triangle and Cauchy-Schwarz

inequalities,

} rCσ
N ´ rCσ

N,ε}
2
L2pR2:L2pY2:RpH`1qqq

ď 3} rCσ
N ´ rCσ

N0
}2L2pR2:L2pY2:RpH`1qqq
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` 3} rCσ
N0

´ f̄σε }2L2pR2:L2pY2:RpH`1qqq
` 3}f̄σε ´ rCσ

N,ε}
2
L2pR2:L2pY2:RpH`1qqq

. (6.27)

By assumption, there is a N0 ě 1 such that, for the choice of kernels fσ

} rCσ
N ´ rCσ

N0
}2L2pR2:L2pY2:RpH`1qqq

ď 2} rCσ
N ´ f̄σ}2L2pR2:pL2pY2qˆpH`1qqq

` 2}f̄σ ´ rCσ
N0

}2L2pR2:L2pY2:RpH`1qqq
ď

ε

18
(6.28)

for all N ě N0. Given N0 ě 1 and ε ą 0, since f P H2, there exist special kernels fε P H2 as in
(4.6) (with c replaced by c̄) and their induced vectorization f̄σε from Theorem 4.4 such that

} rCσ
N0

´f̄σε }2L2pR2:L2pY2:RpH`1qqq
ď } rCσ

N0
´f̄σ}2L2pR2:L2pY2:RpH`1qqq

`}f̄σ´f̄σε }2L2pR2:L2pY2:RpH`1qqq
ď ε{9.

(6.29)
Moreover, the function rCN,ε derived from CN,ε satisfies, for all ε ą 0,

}f̄σε ´ rCσ
N,ε}2L2pR2:L2pY2:RpH`1qqq

“

ż

R2

›

›

›

›

f̄σε px1, x2q ´ f̄σε

´

rx1N s

N
,

rx2N s

N

¯

›

›

›

›

2

L2pY2:RpH`1qq

dx1dx2

ď pH ` 1q

ż

Y2

σ2prqσ2psq}c̄i1,i2pr, sq}2µpdrqµpdsq

ˆ

ż

R2

ˆ

1∆i1
px1q1∆i2

px2q ´ 1∆i1

´

rx1N s

N

¯

1∆i2

´

rx2N s

N

¯

˙

dx1dx2 Ñ 0,

as N Ñ 8, where we used that fσε is a special kernel and DCT. Therefore, we can choose an
N1 ě N0 such that, for all N ě N1,

}f̄σε ´ rCσ
N,ε}

2
L2pR2:L2pY2:RpH`1qqq

ď ε{9. (6.30)

Combining the relations in (6.27), (6.28), (6.29), and (6.30) finishes the proof of (6.16).
We move to Condition (6.17). Note that

Var }I2pf̄εq ´ I2pf̄q}L2pY2:RpH`1qq

“ E

ż

Y2

ż

R4

pf̄ pr,sqpx1, x2q ´ f̄ pr,sq
ε px1, x2qq1pf̄ pr,sqpy1, y2q ´ f̄ pr,sq

ε py1, y2qq

ˆW prqpdx1qW psqpdx2qW prqpdy1qW psqpdy2qµpdrqµpdsq

“

ż

Y2

ż

R2

}f̄ pr,sqpx1, x2q ´ f̄ pr,sq
ε px1, x2q}2dx1dx2σ

2prqσ2psqµpdrqµpdsq

`

ż

Y2

ż

R2

pf̄ pr,sqpx1, x2q ´ f̄ pr,sq
ε px1, x2qq1pf̄ pr,sqpx2, x1q ´ f̄ pr,sq

ε px2, x1qqdx1dx2

ˆ σ2pr, sqµpdrqµpdsq

ď 2

ż

Y2

ż

R2

}f̄ pr,sqpx1, x2q ´ f̄ pr,sq
ε px1, x2q}2dx1dx2σ

2prqσ2psqµpdrqµpdsq, (6.31)

where the last inequality follows by Young’s inequality. Moreover, by Theorem 4.4 we can

choose f
pr,sq
ε px, yq to be dominated from f pr,sqpx, yq pointwise. This says that, from Lemma 6.2

and Cauchy-Schwarz,

Var }I2pf̄εq ´ I2pf̄q}L2pY2:RpH`1qq ď 3}f̄σ ´ f̄σε }2L2pR2:L2pY2:RpH`1qqq
.

Then, by DCT, we can select fε such that, in addition to (6.16),

Var }I2pf̄εq ´ I2pf̄q}L2pY2:RpH`1qq ď ε. (6.32)
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For (6.18), note that

Q2pCN,εq “
ÿ

j1‰j2

CN,εpj1, j2, ¨, ¨qεj1p¨qεj2p¨q “
ÿ

j1‰j2

N´1f̄ p¨,¨q
ε

´ j1
N
,
j2
N

¯

εj1p¨qεj2p¨q.

In order to show that Q2pCN,εq converges weakly to I2pf̄εq in L2pY2 : RpH`1qq, we employ
Theorem 2 in Cremers and Kadelka (1986). We rephrase the conditions for weak convergence
here. A sequence ξn converges weakly to ξ P L2pY2 : RpH`1qq if

(i) the finite-dimensional distributions converge, i.e.,

pξnpr1, s1q, . . . , ξnprq, sqqq1 d
Ñ pξpr1, s1q, . . . , ξprq, sqqq1, (6.33)

in RqˆpH`1q for all r1, . . . , rq, s1, . . . , sq P Y and q P N.

(ii) For all r, s P Y we have that E }ξnpr, sq}2RpH`1q Ñ E }ξpr, sq}2RpH`1q .

(iii) there exists a µbµ-integrable function g : Y2 Ñ R such that E }ξnpr, sq}2RH`1 ď gpr, sq for
each pr, sq P Y2.

Proof of condition (i): Since f̄ε are special, they take non-zero values in a finite number of
intervals t∆iui“1,...,J , and so can be rewritten as

f̄ pr,sq
ε px, yq “

J
ÿ

i1,i2“1
i1‰i2

c̄i1,i2pr, sq1∆i1
pxq1∆i2

pyq, (6.34)

with suitable functions ci1,i2 : Y2 Ñ R, c̄ “ pc, . . . , cq P L2pY2,RH`1q. Then, for r, s P Y, from
(6.19),

Q2pCN,εqpr, sq “

J
ÿ

i1,i2“1
i1‰i2

c̄i1,i2pr, sqN´1
ÿ

j1‰j2

εj1prqεj2psq1
t
j1
N

P∆1,
j2
N

P∆2u

“

J
ÿ

i1,i2“1
i1‰i2

c̄i1,i2pr, sqW
prq

N p∆i1qW
psq

N p∆i2q,

(6.35)

where

W
prq

N p∆iq
.
“ N´ 1

2

ÿ

j: j
N

P∆i

εjprq “ N´ 1
2

N
ÿ

j“1

εjprq1
t

j
N

P∆iu
.

Similarly,
¨

˚

˝

Q2pCN,εqpr1, s1q
...

Q2pCN,εqprq, sqq

˛

‹

‚

“

¨

˚

˚

˝

řJ
i1‰i2

c̄i1,i2pr1, s1qW
pr1q

N p∆i1qW
ps1q

N p∆i2q

...
řJ

i1‰i2
c̄i1,i2prq, sqqW

prqq

N p∆i1qW
psqq

N p∆i2q

˛

‹

‹

‚

. (6.36)

We study the joint weak convergence ofW
pxq

N p∆pq, for p “ 1, . . . , J and x “ r1, . . . , rq, s1, . . . , sq.
Denote

WN
.
“

¨

˚

˝

WN p∆1q
...

WN p∆Jq

˛

‹

‚

, WN p∆pq
.
“

¨

˚

˚

˚

˚

˚

˚

˝

W
pr1q

N p∆pq

W
ps1q

N p∆pq
...

W
prqq

N p∆pq

W
psqq

N p∆pq

˛

‹

‹

‹

‹

‹

‹

‚

, p “ 1, . . . J. (6.37)
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Note that from a standard multivariate CLT, we have, for p “ 1, . . . , J ,

WN p∆pq
d
ÝÑ W p∆pq P R2q, Σp

.
“

¨

˚

˝

σ2pr1q σpr1, s1q σpr1, r2q . . . σpr1, sqq
...

...
...

. . .
...

σpsq, r1q σpsq, s1q σpsq, r2q . . . σ2psqq

˛

‹

‚

,

where W p∆pq is a Gaussian random vector with covariance matrix Σp. Moreover, W p∆pq and
W p∆sq are independent whenever p ‰ s since ∆p and ∆s are disjoint. We therefore obtain the
joint convergence, as N Ñ 8,

WN
d
ÝÑ W (6.38)

where W is a RJˆp2qq-valued Gaussian random variable that has a covariance matrix given by
the block diagonal form Σm,n “ Σmδm,n,m, n “ 1, . . . J .

Then, we can recast
¨

˚

˝

Q2pCN,εqpr1, s1q
...

Q2pCN,εqprq, sqq

˛

‹

‚

“ DpWN q, (6.39)

where WN is as in (6.37) and D is a suitable function involving ci1,i2 , i1, i2 “ 1, . . . J (see,
Giraitis et al. (2012) pp. 535-536). We then obtain by the continuous mapping theorem that,
as N Ñ 8,

¨

˚

˝

Q2pCN,εqpr1, s1q
...

Q2pCN,εqprq, sqq

˛

‹

‚

d
ÝÑ

¨

˚

˝

ř

i1‰i2
c̄i1,i2pr1, s1qW pr1qp∆i1qW ps1qp∆i2q

...
ř

i1‰i2
c̄i1,i2prq, sqqW prqqp∆i1qW psqqp∆i2q

˛

‹

‚

“

¨

˚

˝

I2pf̄εqpr1, s1q
...

I2pf̄εqprq, sqq

˛

‹

‚

P RqˆpH`1q.

Proof of condition (ii): For fixed r, s P Y, we have

E }I2pf̄εqpr, sq}2RpH`1q

“ E

ˆ
ż

R4

pf̄ pr,sq
ε px1, x2qq1f̄ pr,sq

ε py1, y2qW prqpdx1qW psqpdx2qW prqpdy1qW psqpdy2q

˙

“

ż

R4

pf̄ pr,sq
ε px1, x2qq1f̄ pr,sq

ε py1, y2qE
´

W prqpdx1qW psqpdx2qW prqpdy1qW psqpdy2q

¯

“

ż

R2

pf̄ pr,sq
ε px1, x2qq1f̄ pr,sq

ε px1, x2qE
´

W prqpdx1qW prqpdx1q

¯

E
´

W psqpdx2qW psqpdx2q

¯

`

ż

R2

pf̄ pr,sq
ε px1, x2qq1f̄ pr,sq

ε px2, x1qE
´

W prqpdx1qW psqpdx1q

¯

E
´

W prqpdx2qW psqpdx2q

¯

“

ż

R2

pf̄ pr,sq
ε px1, x2qq1f̄ pr,sq

ε px1, x2qdx1dx2σ
2prqσ2psq

`

ż

R2

pf̄ pr,sq
ε px1, x2qq1f̄ pr,sq

ε px2, x1qdx1dx2pσpr, sqq2,

since f
pr,sq
ε px, xq “ 0 for all x and from (4.3). Then, calculations similar to (6.24) show that

E }Q2pCN,εqpr, sq}2RH`1 “

ż

R2

} rCN,εpx1, x2, r, sq}2σ2prqσ2psqdx1dx2

`

ż

R2

p rCN,εpx1, x2, r, sqq1
rCN,εpx2, x1, r, sqσ

2pr, sqdx1dx2 Ñ E }I2pf̄εqpr, sq}2RH`1 , (6.40)

where the convergence holds from calculations similar to the ones leading to (6.30) and DCT.
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Proof of condition (iii): Identical calculations as in (6.23) show that

E }Q2pCN,εqpr, sq}2RH`1 ď 2} rCσ
N,εpr, sq}2L2pR2:RpH`1qq

. (6.41)

Moreover, we have that, from (6.29)-(6.30)

} rCσ
N,ε}2L2pR2:L2pY2:RpH`1qqq

ď 8
´

} rCσ
N,ε ´ f̄σε }2L2pR2:L2pY2:RpH`1qqq

` }f̄σε ´ f̄σ}2L2pR2:L2pY2:RpH`1qqq
` }f̄σ}2L2pR2:L2pY2:RpH`1qqq

¯

ă ε` }f̄σ}2L2pR2:L2pY2:RpH`1qqq
,

(6.42)

and so Cσ
N,εpr, sq is µbµ- integrable. The proof of (iii) follows from (6.41), (6.42), and Lemma

6.2. It also completes the proof of the Lemma.

7 Some Open Questions

The present work identifies the scaling limit of the autocovariance operator for a linear, discrete-
time stochastic process taking values in a separable Hilbert space. Our focus has been on
processes exhibiting long-range dependence. The tools developed herein exhibit considerable
flexibility, and we conjecture that they could be adapted to identify scaling limits in a variety
of other scenarios. For example:

Question 1. In the finite-dimensional setting, it is possible to establish the convergence of
higher-order statistics to Hermite processes of corresponding order; see Section 5.6 in Pipi-
ras and Taqqu (2017). These processes can be represented as multiple Wiener-Itô stochastic
integrals. We believe that the construction of the integrals in Section 4 can be extended to
higher-order multiple Wiener-Itô integrals. This would pave the way for a full generalization of
Theorem 5.6.3 in Pipiras and Taqqu (2017) to the setting of linear processes taking values in
L2.

Question 2. In the second regime, we imposed a specific representation for the coefficients
uj “ pj` 1qDd´I in the process. This can easily be generalized to the case uj “ ℓpjqpj` 1qDd´I ,
where ℓpjq is a slowly varying function. Is it possible to relax this assumption further?

On the other hand, our proof techniques have certain limitations. We highlight two such
limitations below:

Question 3. The “boundary” case where dprq “ 1
2 for r P A with µpAq ą 0 has not been

addressed. We conjecture that when dprq P p0, 1{4s, the limiting random variable remains Gaus-
sian. However, by analogy with the finite-dimensional case, we expect that the appropriate
scaling operator becomes logarithmic on the set A where dprq “ 1

4 for r P A.

Question 4. In view of Corollary 3.2 and Theorem 3.3, A natural question concerns the
“mixed” case where dpsq P

`

0, 14
˘

for s P A, dpsq P
`

1
4 ,

1
2

˘

for s P B, and dpsq “ 1
4 for s P C,

with µpAq, µpBq, µpCq ą 0 and AYBYC “ Y. This is a challenging—yet intriguing—problem;
at present, we do not even have a candidate representation for the limiting random variable in
this setting.
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Račkauskas, A. and Suquet, C. Operator fractional Brownian motion as limit of polygonal lines
processes in Hilbert space. Stochastics and Dynamics, 11(1):49–70, 2011.

32



Rosenblatt, M. Some limit theorems for partial sums of quadratic forms in stationary Gaussian
variables. Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete, 49(2):125–132,
1979.

Ruiz-Medina, M. D. Spectral analysis of multifractional LRD functional time series. Fractional
Calculus and Applied Analysis, 25(4):1426–1458, 2022.

Taqqu, M. S. Weak convergence to fractional Brownian motion and to the Rosenblatt process.
Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete, 31(4):287–302, 1975.

Tudor, C. A. Analysis of the Rosenblatt process. ESAIM: Probability and Statistics, 12:230–257,
2008.

Veillette, M. S. and Taqqu, M. S. Properties and numerical evaluation of the Rosenblatt distri-
bution. Bernoulli, 19(3):982–1005, 2013.

33


	Introduction
	Preliminaries
	Notation and terminology
	Elements of operator theory
	Properties of the linear process

	Main Results
	Double Wiener-Itô Integrals in Function Spaces
	Rosenblatt distribution with sample paths in L2(Y2)
	Rosenblatt distribution with sample paths in general H H

	Proofs of Main Results
	Proof of Theorem 3.1
	Proof of Theorem 3.3
	Proof of Theorem 3.5

	Some Technical Results
	Some Open Questions

